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ABSTRACT

Computational mechanics is a useful tool in the structural
health monitoring community for accurately predicting the me-
chanical performance of various components. However, high-
fidelity models simulated through the finite element analysis
(FEA) necessitate a large amount of computing power. This
paper presents a new approach to develop a multi-fidelity model
using artificial neural networks for health monitoring purposes.
The proposed framework provides significant savings in computa-
tional time compared to a model trained only using high-fidelity
data, while maintaining an acceptable level of accuracy. The
analysis is conducted using two finite element models, of different
fidelity, of an unmanned aerial vehicle (UAV) wing, with damage
modeled at six locations, and varying severity. The damage is
modeled by changing the stiffness properties of the materials at
these locations. The algorithm developed aims at minimizing
the number of high-fidelity data points for correcting the outputs
of the low-fidelity model. It was observed that the low-fidelity
model requires 8 high-fidelity data points to meet the desired
error tolerance. This corrected low-fidelity model is then used
for locating and quantifying the damage given the strains and
frequency by expanding the previously trained network to output
damage diagnosis results. The model with applied correction
is able to locate the damage with an accuracy of ∼ 94% and
quantify the damage with an accuracy of 93%. The performance
of the corrected low-fidelity model is compared with a network
trained only with high-fidelity datasets and it was observed that
the corrected model requires 54% fewer data points as compared
to the high-fidelity trained network.

Keywords: Multi-fidelity modeling, Artificial neural network,
Model correction, Finite element analysis, Structural health
monitoring
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NOMENCLATURE
Roman letters
f Low-fidelity model
g High-fidelity model
h Error function
Superscripts and subscripts
HF High-fidelity
LF Low-fidelity

1. INTRODUCTION
Composite materials have been used widely to construct

lightweight structures for aerospace applications. In order to
improve the reliability, safety, and life cycle of these structures,
it is important to integrate structural health monitoring (SHM)
technologies, making the life-cycle monitoring more efficient,
accurate, and robust. Monitoring using vibration-based methods
that utilize changes in modal parameters have been applied for
damage detection in some studies [1, 2]. There are some related
studies which identify damage location and severity using modal
shapes [3, 4] and modal frequencies [5, 6].
Data acquisition is the one of the primary steps for SHM. For

a mechanical system, the structure’s response could be obtained
experimentally with physical models or computationally using
finite elementmodels. Due to practical limitations, it is not always
possible to gather experimental measurements. In the simulation
space, the studies deploy finely meshed models to get an accurate
representation of themodel, in the absence of a physical structure.
Even though there have been significant advances in computing
power during the past few years, many applications that involve
large scale problems are still computationally impractical to solve.
For example, applications for uncertainty quantification require
solving the computational model multiple times. Also, to make
decisions in real time, the model needs to be solved rapidly.
Achieving this with a high-fidelity finite element model is well
beyond reach. Therefore, it is necessary to develop multi-fidelity
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models that are both fast to solve, and possess simulation accuracy
close to the high-fidelity model [7–10].
Multiple finite element model updating techniques have been

tested and published. Some studies have used Bayesian updat-
ing procedures with finite element (FE) models for reducing the
influence of uncertainties in structural parameters and for im-
proving the correlation between two models [11, 12]. Genetic
algorithm and simulated annealing methods have also been used
for sensitivity analysis for updating the structural parameters[13].
The objective of most of these methods is to minimize an error
function between the two sources of data. The effectiveness of
these algorithms usually depends on an appropriate numerical
model and the optimized algorithm [14, 15]. These methods
require significant computational effort in the model updating
process, especially when the number of parameters is large and
there is a significant discrepancy between the two models. Given
the number of variables used for model updating process, these
algorithms are usually data-hungry.
Numerous studies that investigate damage detection using FE

models have also been published like, sensitivity-based model
updating for damage detection is investigated in [16–18]. The
issue with this method is it does not work when the damage is
extreme. Damage detection based on statistical and probability
based methods has been explored by various research groups.
Some of these include application of Taguchi-based FE model
updating for damage detection [19] ,and Bayesian framework-
based damage detection using FE models in various structures
like beams, 2D, and 3D frame structures [20].
The goal of this study is to fuse two numerical models with

different fidelities to generate a corrected low-fidelity model. In
the first part of the study, a multi-fidelity model that uses a neural
network, is developed. This model makes use of the high-fidelity
data to make corrections to the low-fidelity model. Once the
performance of the corrected low-fidelity model is validated, the
next part of the study explores the ability of this model to per-
form damage diagnosis. The corrected low-fidelity model is used
to locate the damage and quantify the damage severity, and its
accuracy and damage assessment capabilities are compared with
a neural network trained only using the high-fidelity datasets.

2. FINITE ELEMENT MODELING
The integration of computational structural mechanics and

SHM has proven to be a vital methodology for generating accu-
rate results during the entire life cycle of UAV wings [21]. In the
frame of this research, finite element analysis (FEA) is utilized to
prepare and solve the numerical models in the integrated environ-
ment of Siemens PLM Simcenter 3D [22]. The modal analysis
was carried out with Nastran SOL103 real eigenvalue analysis
with the scope to determine the natural frequencies and mode
shapes of the structure [23]. In chapters 2.2 and 2.3, high-fidelity
and low-fidelitymodels are constructed to simulate the eigenvalue
analysis under both healthy states and various combinations of
damage modeling.

2.1 Material Definition
Both isotropic and orthotropic materials are defined tomodel

the actual structural behavior of the UAVwing. In particular, wo-

FIGURE 1: GEOMETRY DESIGN OF THE UAV WING

ven carbon fiber fabric (WC-FF) is utilized to improve the high
strength to weight ratio compared to conventional materials and
avoid the delamination of laminated composites [24–26]. In ad-
dition, a carbon fiber unidirectional (CF-UD) material is used
to strengthen the wing, while decreasing the overall weight, and
thus leading to a reduction in the fuel consumption [27]. The
material properties are detailed in Table 1. The subscript anno-
tations indicate the major directions, referring to the longitudinal
(1) direction of fibers and the long (2) and short (3) transverse
direction of fibers, as well.

TABLE 1: MATERIAL PROPERTIES

FEM HF & LF HF & LF HF & LF
Material WC-FF CF-UD Epoxy

Density,
𝜌(𝑘𝑔/𝑚3) 600 1600 1300

Young Modulus,
E(MPa) 𝐸11 65000 𝐸11 80000 3000

𝐸22 65000 𝐸22 5000
Shear Modulus,
G(MPa) 𝐺23 100 𝐺23 2500 1094

𝐺12 100 𝐺12 2500
Poisson’s Ratio,

a
a12 0.35 a12 0.28 0.37

2.2 High-Fidelity Finite Element Model
Meshing the wing’s components, including the upper and

lower skin, two spars, and nine ribs, is the key to obtaining ac-
curate results. The finite element model (FEM) consists of a
high-quality, fine mesh grid to enhance numerical convergence
and good performance. Since the components are thin-wall struc-
tures, and the ratio of the thickness to the in-plane dimensions is
high, quadrilateral, isoparametric, plane strain elements are uti-
lized. The density of the finite element grid is derived through a
mesh convergence study, aiming to observe slight differences in
the displacement and stress results. The entire model comprises
of approximately 220,000 elements.
Classical laminate theory (CLT) [28] is applied to calculate

the structural performance of the skin and the spars that are rep-
resented with composite materials. CLT calculates the mid-plane
strain and stresses. A stacked sequence of laminates assembled
to form a plate defines the two-dimensional composite layups.
A local coordinate system is constructed for each finite element
that is aligned with the fiber direction. According to the real-life
structure, the composite laminate is defined, including the layups,
fiber orientation, and thickness of each ply.
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FIGURE 2: MESH GRID OF THE UAV WING

The classical laminate theory states that the 90° orientation
of the fibers is employed to sustain the structure from trans-
verse loads and the 0° from the longitudinal [29] loads. The
skin distributes the aerodynamic loads throughout the structure
while also providing strength against shear and torsional stresses.
Therefore, one ply ofWC-FFwith thickness 0.1millimeters (mm)
is defined to increase the bending stiffness fiber in the 0° and 90°
orientations. The spars are made up of four plies with the fol-
lowing layup: [(0,90)/0/0/(0,90)]. The upper and bottom layups
are modeled using 0.1mm thick WC-FF plates, while the middle
layups are formed with 0.3mm thick CF-UD plates. Ribs are
mostly used to maintain the overall aerodynamic shape of the
wing, and, thus, isotropic epoxy is utilized with a thickness equal
to 0.125mm.
Boundary conditions are necessary to ensure a numerically

well-defined problem and to accurately represent real-world phe-
nomena. To establish a relationship between the wing’s com-
ponents and prevent bodies from passing through each other,
a bonded contact type is defined for the relevant components.
Therefore, the various components share the same nodes at their
intersections. The wing is also fixed at the face of the first rib.

FIGURE 3: MATERIAL ORIENTATION OF THE SPARS(TOP) &
SKIN(BOTTOM)

2.3 Low-Fidelity Finite Element Model
After defining the high-fidelity model, a low-fidelity FEM

was developed for comparison with the high-fidelity model’s
simulation data. The model’s geometry was adapted directly

from that of the high-fidelity model to establish consistency in
the models’ encompassing dimensions. While both beam ele-
ment and shell element models were explored for the low-fidelity
model, shell elements were ultimately chosen. This decision was
made because using shell elements for both models allows for a
more direct comparison between the models’ simulation data. A
visualization of the low-fidelity model is shown in Figure 4.
To construct this low-fidelity model, mesh collectors were

created to define the different sections of the model. All of
the rib objects, represented in blue in Figure 4, were assigned
to the same mesh collector. However, a unique mesh collector
was defined for each of the spar objects, represented in red in
Figure 4, to ensure proper fiber orientation and definition for
the shell element laminates. Two-dimensional mapped meshes
of CQUAD4 type were utilized to create the meshes, but the
element sizing varied between 5 mm and 4.5 mm for the rib
and spar objects, respectively. Utilizing shell elements for the
low-fidelity model allowed for the same material properties as
the high-fidelity model to be used, which are included in Table
1. Therefore, the isotropic epoxy was assigned to all of the rib
objects in the low-fidelity model. Additionally, since damage
will ultimately be applied to the skin of the high-fidelity model
as discussed in section 2.4, the layup for the skin referenced in
2.2 was used for the spar objects. Finally, the low-fidelity model
was fixed along the edge of its first rib to establish consistency
between the two models.

FIGURE 4: LOW-FIDELITY SHELL ELEMENT WING MODEL

2.4 Damage Modeling
Sections 2.2 and 2.3 describe the unaltered, healthy models

that are utilized for this study. However, a key component of the
machine learning framework outlined in this study is to use the
framework for health monitoring. Therefore, both models need
to be constructed so that certain regions can simulate structural
damage. Despite the inherent differences in the models, dam-
age is simulated in the same manner. First, six damage regions
are defined across the wing’s structure for all three models, as
shown in Figure 5. Within each region, elements are extracted
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and sorted into separate mesh collectors that reflect their corre-
sponding damage region. For the low-fidelity model, elements
are extracted from the second and fourth spars, while the high-
fidelity model elements are only extracted from the top surface
of the skin. Although performing mesh extraction retains the
definition of the composite layups in both models, adjustments to
the materials are necessary to allow for differentiation between
the damage regions. In the high-fidelity model, six copies of
the WC-FF material are made, and one copy is assigned to each
mesh collector, which represent the damage regionsA-F.Defining
each damage regionwith independentmaterials enables easier au-
tomation when performing the real eigenvalue analysis. A similar
procedure is followed for the low-fidelity model. As mentioned
previously in section 2.3, the low-fidelity model’s spar objects
utilize the high-fidelity model’s skin layup outlined in section
2.2. Thus, six copies of the WC-FF material are again created in
the low-fidelity model to represent the material properties in the
damage regions.

FIGURE 5: WING DAMAGE REGIONS

To model damage within a given region, the regional values
for the elastic and shearmoduli shown in Table 1 aremultiplied by
a percentage between 0 and 100. For example, a damage of 25%
to theWC-FF signifies that the elastic and shear moduli values are
multiplied by 0.75 to reduce the material’s stiffness. This allows
for localized damage to be modeled in the wing since the material
properties can be modified separately by damage region. Four
total damage classes are also defined to represent the damage
extent or how much the material properties are affected. These
classes are defined as 1-25% damage, 26-50% damage, 51-75%
damage, and 76-99% damage. To simplify the notation, each
damage class is assigned a number from 1 through 4, where
lower numbers correspond to a lower damage class. Combining
this notation with the damage regions in the wing, the damage
location and extent can be defined by two characters: the first
alphabetic and the second numeric. For example, "B2" signifies
that damage exists in region B and the extent of the damage is
somewhere in the range of 26-50%.
After establishing how damage is modeled across the wing,

simulation test matrices are generated to be used for the eigen-
value analysis. These test matrices fall into two primary cate-
gories regarding their usage for the neural networks: training and
validation. For training purposes, 25 predefined combinations
are created. One wing with no damage is simulated, and then

damage extents of 25, 50, 75, and 99% are applied in each of
the regions A-F across the wing. To validate the neural network
frameworks, an additional 24 cases are simulated. Instead of us-
ing predetermined values for the damage extent for the validation
studies, modifiers for the material properties are selected from a
normal distribution with a mean of 0.4 and a standard deviation
of 0.1. Again, four randomly determined damage extents are
simulated in each region. A summary of the simulation cases
that are conducted is provided in Table 2. In order to expedite
and automate the simulation cases, the Hierarchical Evolution-
ary Engineering Design System (HEEDS) software developed by
Siemens is utilized. The material properties defined in Table 1
are given as the input variables to the evaluation studies, and the
first 20 eigenfrequencies and ply strain data on the models’ skins
are tagged as the response variables of interest.

TABLE 2: SUMMARY OF SIMULATION CASES

Purpose for
NN:

Damage Extent
Method:

Number of
Simulation Cases:

Training Predetermined 25
Validation Randomly determined 24

2.5 FEA Results
For both the HIFI and LOFI models, the first 4 eigenfrequen-

cies and mode shapes are presented in the Figure 6 to visualize
the torsion and bending in the models.

3. MODEL CORRECTION AND DAMAGE DIAGNOSIS
3.1 Model Correction Algorithm
In the frame of this research paper, the numerical values

(e.g. strain fields) used to formulate and validate the machine
learning procedure are extracted through modal analysis.Even
though these values do not preserve any physical meaning, the
objective is to construct a robust data-driven methodology that
can be adapted to have physical applications.
As described earlier, there are two finite element models. It

is important to ascertain the elements on the high-fidelity model
which are located at the same coordinates as elements in the
low-fidelity model. The strains are then compared between the
low-fidelity model and the new, filtered high-fidelity model. For
the present study the high-fidelity model will be referred to as (g)
and the low-fidelity model will be referred to as (f). The low-
fidelity model is not accurate, but it can be queried at effectively
no time or cost. Conversely, while the high-fidelity model is
assumed to have negligible error, it is very expensive in terms
of computational time and cost. The low-fidelity model predicts
a quantity 𝑌 . The predicted value �̂� has an unknown associated
error, 𝐸 . This can be written as

f(𝑢) = �̂� (1)
�̂� = 𝑌 + 𝐸 (2)

g(𝑢) = 𝑌 (3)

Another way to exploit this relationship between the high-fidelity
and low-fidelity models is to make use of correlation that exists
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Subcase - Eigenva1lue Method 1, Mode 1, 19.3407Hz Subcase - Eigenvalue Method 1, Mode 2, 23.5677Hz 

Subcase - Eigenvalue Method 1, Mode 3, 37.9127Hz Subcase - Eigenvalue Method 1, Mode 4, 45.7909Hz 

FIGURE 6: HIFI (TOP) & LOFI (BOTTOM) MODAL ANALYSIS RESULTS

between the two models. This can be written as

g(𝑢) = 𝜌f(𝑢) + 𝑒 (4)

Here, 𝜌 is responsible for the linear relationship between the
two models, and the remaining differences in the two models are
captured by the non-linear function 𝑒. This is done in order to
make the training process less strenuous. Instead of learning the
function 𝐸 (Eq. 2), the neural network needs to learn 𝑒. If it is
assumed that the error 𝑒 is due to modeling error, then there exists

a function h which is dependent only on observable quantities.

h(𝑢) = 𝑒 (5)

This study uses artificial neural network (ANN) to determine
the estimate of this function ℎ̂. Artificial neural networks have
been a popular choice for AI and machine learning applications
since they are capable of modeling any arbitrary function, which
can be proved using the universal approximation theorem. Also,
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depending on the non-linearity of the problem, ANN can change
the number of neurons in the hidden layer. Neural networks
usually fall into one of two categories depending on the type of
problem they address: classifiers and regressors. A classifier is
a neural network that is trained to categorize some piece of in-
formation based on a set of variables which are called predictors.
A regressor, on the other hand is trained to make predictions on
a continuous domain as a function of predictor variables. For
SHM applications, regressor neural networks have been used in
health and usage monitoring applications [30, 31]. The nature
of the current problem involves modeling continuous variables
using a regressor neural network and then quantifying the dam-
age severity by classifying it into one of the categories defined in
section 2.2. For the purposes of regression, the artificial neural
networks need to use numerically stable neuron activation func-
tions. A rectified linear unit activation function is used for the
study presented in this paper.
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FIGURE 7: NEURAL NETWORK ARCHITECTURE

The back-propagation learning algorithm is the most com-
mon approach to tune the weight and bias of a neural net-
work. Levenberg-Marquardt back-propagation is chosen for back-
propagation training. The artificial neural network used in the this
study consists of a single hidden layer of neurons, with each neu-
ron in the hidden layer connected to every input node and every
output node, as shown in Figure 7. The input node consists of the
𝑥,𝑦,𝑧 coordinates of each node and the frequencies from the low-
fidelity model ( 𝑓𝐿𝐹 ). The output consists of error in the strain
in the three axis at all the nodes and the high-fidelity frequencies
( 𝑓𝐻𝐹). These inputs are scaled to a range of [-1, 1] before train-
ing. The output layer gives the estimated correction as a linear
combination of the weighted hidden outputs and bias. The hidden
layer size is set to 14 neurons, which minimizes root mean square
error (RMSE) as shown in Figure 9 which shows the variation in
RMSE with hidden layer size using 1-fold cross validation. The
algorithm used for correction is shown in figure 8 and is outlined
as follows:

Initial set of 
training data

Training

Validation on 
new dataset

Stop

Error
within 

tolerance

Add new data 
point to the 

training dataset

FIGURE 8: LOCALIZATION AND QUANTIFICATION ALGORITHM

1. The training starts with an initial set of data.

2. Once the trained model is available, it is used to make cor-
rections on a new dataset which was not used in the training
process.

3. The tolerance on a particular output is defined by the user.
For the present study, if the normalized strains obtained after
applying corrections to the low fidelity model are within 5%
of the true value of strain, given by the high-fidelity model,
the training process stops and the algorithm quits. If the
corrections are not accurate, the validated dataset is added
to the training dataset and the process is carried out again.
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FIGURE 9: 1-FOLD CROSS VALIDATION SHOWING VARIATION
IN NEURAL NETWORK POWER CORRECTION MODELING ERROR
WITH INCREASED HIDDEN LAYER SIZE

3.2 Damage Diagnosis Algorithm
Once the corrections are made, the corrected low-fidelity

model can be used to localize the damage on the wing, given
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FIGURE 10: LOCALIZATION AND QUANTIFICATION ALGORITHM

𝑥, 𝜖!"#

𝑦, 𝜖$"#

𝑓!"

𝑧, 𝜖%"#

𝑥!

𝑦!

𝑧!

1

2

n

3

.

.

.

Hidden Layer Output LayerInput Layer

FIGURE 11: NEURAL NETWORK ARCHITECTURE FOR DAMAGE
DIAGNOSIS

strain data and natural frequencies. The block diagram of the
algorithm for localization of damage is shown in Figure 10.
The algorithm starts with a small training dataset. For the

present case, the starting number of the dataset is 3 simulation
cases. This dataset is used to train a neural network shown in
figure 11. The neural network outputs the 𝑥,𝑦, and 𝑧 coordinates
of the centroid of the predicted damage location. When the initial
set of data does not produce sufficiently accurate predictions, the
model can be improved by selecting new data to evaluate and
retrain the corrected model. The following algorithm is used to
iteratively select additional data from g to add to the training data.

1. For the 𝑛𝑡ℎ iteration, f + ℎ̂𝑛 is trained from the available
training data and validated with a new dataset.

2. The absolute error between the actual damage location (from

g) and predicted damage location for the validation data point
is calculated.

3. If the absolute error is less than the tolerated error (0.05%),
the algorithm moves to quantifying the error. If the error
does not meet the tolerance criteria, this tested datapoint
is added to the training dataset and the neural network is
trained with this enriched dataset.

4. Once the error meets the tolerance criteria, the information
from the regressor neural network is passed to the classifier
neural network. The classifier makes use of all the exist-
ing dataset used from training the regressor neural network.
Just like the regressor, a new validation dataset is picked
randomly and the trained classifier is used to classify the
damage extent. If the classifier categorizes the damage ex-
tent correctly, the training stops and the regressor-classifier
network is used to make predictions on the testing dataset to
evaluate its generalization characteristics.

4. RESULTS
4.1 Model Correction
The strain values are used for comparing the two models and

making appropriate corrections. A total of 24 low-fidelity dam-
age cases and 24 high-fidelity damage cases are available across
the 6 damage locations along with a healthy dataset for both mod-
els. Therefore, for each finite element model, 25 datasets exist.
Out of these datasets, 10 are reserved for testing the generaliza-
tion characteristics of the trained network. Three low-fidelity
and high-fidelity datasets are randomly chosen to train a neu-
ral network as described in the algorithm section (Section 3.1).
The trained model is then validated with a new dataset until the
corrected strain values are within 10% of the true strain value
obtained from the high-fidelity dataset. The training process re-
quires 8 datasets before it meets the desired tolerance. Once the
training process stops, the model is validated on the remaining
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FIGURE 12: STRAIN COMPARISON

dataset. The strains for the low-fidelity, high-fidelity, and cor-
rected model for a single load case are shown in Figure 12. It
is evident that the corrected low-fidelity model predicts strain
accurately. The summary of performance of the trained network
on the testing dataset is given in Table 3. Note that even though
only 10 datasets are reserved for testing the generalization char-
acteristics, the training process does not utilize all of the available
datasets. Thus, the remaining datasets can also be used for the
testing, which totals 17 datasets that are used for testing the accu-
racy of the corrected model. Table 4 compares the frequency of
the low-fidelity, high-fidelity, and corrected models across all the
damage cases for the six damage locations for 99% damage. It is
clear that the corrected low-fidelity model accurately predicts the
modal frequencies.

TABLE 3: SUMMARY OF NEURAL NETWORK CORRECTION

Damage Locations RMSE (%)
A 5.2
B 7.1
C 7.9
D 9.1
E 6.1
F 5.3

TABLE 4: FREQUENCY OF FIRST MODE WITH 99% DAMAGE

Location Frequency (Hz)
Low-fidelity

Frequency (Hz)
High-fidelity

Frequency (Hz)
Corrected

A 0.37 19.32 18.2
B 0.39 19.36 18.9
C 0.41 19.37 18.7
D 0.42 19.32 19.5
E 0.34 19.39 18.6
F 0.38 19.34 18.9

4.2 Damage Diagnosis - Corrected Low-Fidelity Model
The algorithm for localization of damage and classification,

or quantification, is discussed in section 3.2. The correctedmodel
obtained in section 4.1 is used for this study. Themodel correction
process used 8 high-fidelity datasets. This acts as the starting

model for the algorithm. The problem is an inverse problem,
where the objective is to find the location of the damage given
the strains and frequency. Therefore, the inverse of the corrected
model is used for the training (Figure 11). The inputs to this
neural network are the coordinates, 𝑥, 𝑦, and 𝑧, and the respective
strains from the low-fidelity model, 𝜖𝐿𝐹𝑥 ,𝜖𝐿𝐹𝑦 , and 𝜖𝐿𝐹𝑧 , at those
coordinates. All the input nodes are attached to all the neurons
in the hidden layer. The output from this is the predicted damage
location coordinates.
After each training iteration the predicted damage location

is compared with the actual damage location given by the high-
fidelity dataset. For the present study, the tolerance is 5% of the
span. This means if the predicted coordinates (𝑥𝑃 ,𝑦𝑃 , and 𝑧𝑃)
are within 5% of actual (𝑥𝑎,𝑦𝑎, and 𝑧𝑎) damage locations, the
trained model meets the required tolerance and no more points
are added in the training dataset for localization. If the accuracy
is not within the allowable tolerance, this new dataset is added to
the training set, and the process is repeated for a new randomly
chosen dataset.
Once the learning method achieves desired accuracy in lo-

cating the damage, the algorithm moves to the next step, which
is classifying the damage in one of the four categories of damage
(i) 0% - 25%, (ii) 26% - 50%, (iii) 51% - 75%, and (iv) 76% -
99%. These percentages refer to the reduction in the stiffness at
the damage locations.
For quantification, the training for the neural network starts

with the latest training dataset. The trained classifier is used
to make a prediction on the damage extent for a new, incoming
dataset. The quitting criteria for the classifier is correct classifi-
cation of the incoming dataset.
Figure 13 shows the results for the localization and quantifi-

cation with increasing the number of datasets. Since 8 datasets
were used for correcting the low-fidelity model, the process starts
with 8 datasets (grey area in the plot). With 8 datasets, a neural
network is trained and validated on a new dataset to output the
location of the damage. The RMSE as fraction of the total span
of the wing is more than the allowable tolerance of 5% (orange-
dashed line). Hence, this dataset is added to the training dataset,
and the process is repeated. With this enriched training dataset,
the new network prediction meets the tolerance criteria. At this
point with 9 datasets used in the training, the regressor neural
network stops (yellow-dashed line).
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FIGURE 13: CONVERGENCE FOR DAMAGE DIAGNOSIS - COR-
RECTED LOW-FIDELITY MODEL

Once the desired confidence has been established on the
regressor neural network, the next step is accurate classification.
The classifier starts with nine datasets. These are the datasets
that have already been used for the localization process. Thus,
there is no additional computational cost associated here. Once
the classifier has been trained, it is used for validation on a new
dataset. The classifier assigns the dataset to one of the four
damage classes discussed in section 2.4. If this categorization is
correct, the training ends, otherwise the dataset is added to the
training set, and the weights of the neural network are trained
again. In Figure 13, it is shown that for classification, the training
process required 2 more datasets. Thus, the total number of
datasets required for this entire training process was 11. At this
point training concludes.
To analyze the trained network, the performance is evaluated

on a test dataset. This dataset has damage simulated at the same
locations, but the extent of damage is randomly distributed as
discussed previously in section 2.4. A total of 24 datasets were
tested, and the summary is given in table 5. It is evident that for
the testing dataset with normally distributed damage, the trained
network is able to locate the damage with 93% accuracy and
classify it into the correct damage class 22 out of 24 times.

TABLE 5: DAMAGE DIAGNOSIS RESULTS - CORRECTED MODEL

Dataset RMSE (%) Quantification
Accuracy (%)

Validation 5.7 100
Testing 6.3 91.6

4.3 Damage Diagnosis - High Fidelity Model
To test the value of low-fidelity model for improving pre-

dictive capabilities with sparse data, a purely data-driven model
based only on the high-fidelity dataset is used for comparison.
The idea behind this model is to find the relationship between the
system variableswithout any explicit knowledge of the underlying
process.

TABLE 6: NUMBER OF DATASETS USED

Dataset Corrected
Low-Fidelity Model High-Fidelity Model

Training 11 24
Testing 24 24

The difference in the approach for training in this section is
absence of a low-fidelitymodel tomake corrections. Themachine
learning model now makes predictions on the high-fidelity data
instead of predictions with a corrected low-fidelity model. The
process remains similar. When the corrected low-fidelity model
was being used, the training started with 8 datasets. In this case,
since there is no prior training for correction, the algorithm can
be initialized from a small number. For this study, the training
begins with 3 datasets. The inputs are the strains and frequencies
from the high-fidelity model, and the output is the location of the
damage. The algorithm keeps on adding datasets for training until
the RMSE for the incoming dataset meets the tolerance criteria.
Once the regressor network is trained, the algorithm moves to
classifying the damage into one of the four categories.

Training 
Ends

Regressor NN
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ss
ifi

er
 N

N

FIGURE 14: CONVERGENCE FOR DAMAGE DIAGNOSIS
ALGORITHM- HIGH FIDELITY MODEL

TABLE 7: DAMAGE DIAGNOSIS RESULT - HIGH-FIDELITY MODEL

Dataset RMSE (%) Quantification
Accuracy(%)

Validation 3.8 100
Testing 4.8 95.8

Figure 14 shows the performance of the learning method
with increasing number of datasets when it uses only the high-
fidelity datasets. Even though it is possible to reach the desired
tolerance, the major deficiency in this approach is the additional
data required. Table 6 summarizes the number of datasets used
for training and testing. Compared to the network trained with
corrected model, which required 11 total datasets, the network
trained using only the high-fidelitymodel uses 24 datasets. There-
fore, it requires 13 additional high-fidelity datasets to achieve the
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same level of accuracy. This result confirms the substantial ef-
fect that the low-fidelity model has in reducing data dependency.
This may be attributed to the neural network being provided with
a reasonable initial guess that can be expanded upon with further
training. Table 7 provides a summary of the performance criteria
of the trained network on the same testing dataset. The accuracy
of predicting the damage location is only 2.3% higher than the
corrected model. The network trained only on the high-fidelity
model makes the correct classification 23 out of 24 times.

5. CONCLUSIONS
This study evaluates the ability of artificial neural networks

to correct the low-fidelity estimates of frequency and strains ob-
served for a UAV wing. The estimates are corrected using a
high-fidelity model. This corrected model is then used for local-
ization and classification of damage. An algorithm that enriches
the training dataset based on a predefined tolerance is developed.
The algorithm takes in data randomly from the available datasets
to check the generalization properties of the trained network.
The analysis confirms that it is possible to make appropri-

ate corrections to the low-fidelity model with a small number of
high-fidelity datasets, and the accuracy is improved to 97%. Ad-
ditionally, the study also establishes the capability of a corrected
model to localize the damage and classify it into one of the spec-
ified damage categories. The trained model was able to locate
the damage correctly with an accuracy of 93.7% and classify it
correctly 93% of the times.
Finally, the studymakes a comparison to a data-drivenmodel

based only on the high-fidelity dataset in order to identify and
evaluate the contribution of the low-fidelity model. The corrected
model required almost 54% less datasets as compared to the
model trained solely on high-fidelity dataset to achieve similar
accuracy. Future steps include the application of the developed
approach in various cases in the field of computational mechanics
such as, static and/or transient structural analysis.
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